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WHAT DOES THIS DO?

LONI ICE is an application that generates seed points for other image processing applications.

A seed point is a point used by an application to establish its initial conditions.  It has an associated error and is a “good enough” estimate of a desired location.  For example, let's say that we are running a simple collapsing contour algorithm that stops when it reaches edges in an image.

[image: image1.wmf]A


We are interested in determining the boundary of the brain structure labeled “A” above, so we manually place the purple circular contour around the brain structure and choose a contour radius larger than the structure.  After running the algorithm, we find the contour has evolved into an undesirable result.

[image: image2.wmf]B


The brain structure labeled “B” has prevented the collapsing contour from reaching the right boundary of structure A.  Because the simple collapsing contour algorithm stops when it encounters an edge in the image, and since the initial radius of the contour was too large, the boundary of structure A is improperly determined.

What we really need in this case is two points:  one point for the approximate center of structure A and a second point that we can use to set the radius of the initial contour.  We want to set the radius large enough so that the contour fully encloses structure A, but small enough so that the collapsing contour doesn't get stuck on the right boundary of structure B.  We don't need the exact center of structure A or a perfect location inside structure B; the collapsing contour algorithm will work fine as long as the seed points are “good enough.”
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If we can generate a seed point anywhere inside each blue square above, we can use the seed points to construct the initial circle so that the algorithm behaves as expected.

[image: image4.wmf]
The “ICE” part of LONI ICE stands for “It's Close Enuf,” which suggests that the seed points it generates are “close enough” to be useful for setting initial conditions.  You choose the seed points you want, and by showing LONI ICE examples that you have manually determined, you can teach it to automatically generate seed points for your images.

WHAT TYPE OF IMAGES DOES THIS WORK WITH?

LONI ICE works best with 2-D and 3-D gray-scale medical images (modalities such as MR, CT, PET, CR, ...) that are predictable in their appearance (size, shape, location).  For example, the following objects are not predictable (knowing two of them does not help you determine the others):
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When LONI ICE is trained to generate seed points in regions that are variable between images, the resulting seed point precision depends upon the degree of variability.  For example, if we are interested in generating a seed point for the small, varying feature in the following objects:
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the best we are going to do is to generate a seed point that lies inside the smallest box that bounds the feature in each object:
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LONI ICE outputs a seed point and an “error box” for the seed point.  The seed point lies somewhere inside that error box.  We don't know where the seed point is inside the box, but it is more probable that the seed point is at the box center than it is at the box edges.

It is worth noting that differences in intensities between images does not affect the error of the seed points generated by LONI ICE.  For example, the following objects have intensity differences but the same structural variations:
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This means that seed points can be generated for PD, T1, and T2 MR images at the same time, even though they look different.  Further, you don't have to correct for magnetic field inhomogeneities in MR images or worry about intensity histogram normalizations in other types of images.

GETTING STARTED

STARTING LONI ICE

LONI ICE requires java 1.4.2 or greater and is run by typing this onto the command line:


java -Xmx800m -jar ice.jar

If your images require more memory, you can increase the 800 megabyte limit to a higher number.  You should see the following window:
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This is the central window for LONI ICE.  If you close it, the entire LONI ICE application will end.  This window provides access to three primary functions:

1. Viewer:  Opens a new image viewer.  There can be many viewers open at once.

2. Translate:  Translates image files to NIFTI files readable by LONI ICE.

3. Network:  Opens the network editor.  There is only one network editor window.

CREATING NIFTI FILES

Only NIFTI files that meet certain requirements can be used by LONI ICE.  These requirements are:

· The image volume must be oriented into standard neurological space (X increases from the subject's left to right, Y increases from the subject's posterior to anterior, Z increases from the subject's feet to head)

· The image voxels must be 16-bit unsigned data

· The spacing between image voxels must be non-zero

Most likely, you don't have any NIFTI files that meet these requirements.  However, LONI ICE includes a translator that will convert image files into this NIFTI file format.

The following image file formats can be translated:

· ANALYZE

· DICOM

· GE

· MINC

· ECAT

· HRRT Interfile

· NIFTI files that are not oriented into the standard neurological space

and you can use images from any modality (MR, CT, PET, etc.).

To start the translator, click the “Translate” button in the central LONI ICE window (shown above).  The following window will appear:
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Choose the directory that contains the image files you would like to convert.  You may type in the directory path or click the “Browse” button to graphically select the directory.  Use the “Recursive Search” check box when you have image files in subdirectories of the selected directory.  Otherwise, the translator will ignore all subdirectories and only translate files in the selected directory.  After you click the “OK” button to start the translation process, a progress window will appear:
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and when the translation is finished, you will see a message such as:
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The newly created NIFTI files will be written in the directory you chose above.

VIEWING NIFTI FILES

A new image viewer is started by clicking the “Viewer” button on the central LONI ICE window.  A file chooser window will appear:
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Navigate through your directories, select a NIFTI file, and choose the “Open” button to view the image file.  The following dimension window will appear:
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Here you choose the size of the visible working space; i.e., the width, height, and length of a box that determines how much of the image you can see.  The default values are the width, height, and length of the image volume you are loading.

Important:  Once you choose the size of the visible working space, it is fixed until you close the LONI ICE application.  For scans of the human brain, it is recommended that you choose (256 mm, 256 mm, 256 mm) since most human heads will fit inside this volume.

After the image volume is loaded, the viewer will appear:
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The “View” and “Options” menus provide functions to change how the image volume is shown.  The View functions are:

· Increase Scale – Increases the zoom factor of the displayed images

· Decrease Scale – Decrease the zoom factor of the displayed images

The Options functions are:

· Display Cross Hairs – Toggle on/off the purple cross hairs that indicate where the displayed image volume slices are

· Display Coordinates – Toggle on/off the yellow X,Y,Z coordinate axes

· Separate Voxels – Toggle on/off a feature that shows each image voxel separated from its neighbors (useful for counting voxels)

· Allow Input Grid Display – When the network editor is active, toggle on/off the red input grid

· Allow Sample Points Display - When the network editor is active, toggle on/off the yellow squares that indicate where image samples will be taken

Near the center of the viewer, there is a “Change Slice” button and a “Pan” button.  If you click on a button, it becomes active.  If the Change Slice button is active and you click on an image, the slices displayed in the viewer changes accordingly.  (You can also change the displayed slices using the X,Y,Z controllers to the right of these buttons.)  If the Pan button is active and you click on an image and move your mouse while holding down the button, the image slices will move correspondingly.

CREATING AND EDITING BOXES

The image viewer is also used to create and edit boxes.  A box is a rectangular volume centered at a manually-selected seed point.  The reason for using boxes (as opposed to points) is to remind the user that LONI ICE will output results with a non-zero error.  To create a new box:

· Click on the “New Box” button at the bottom of the viewer

· Activate the Change Slice button and choose the location for the seed point on the images

· Click the name of the box (for new users, it will be “Box 1”)

You should see a green box at the seed point you selected.  You can change the name of the box by double clicking its name and typing in a new name.  The “Active” check box provides a way to hide the box in the display.  The location of the box can be changed using the  “Ctr X”, “Ctr Y”, “Ctr Z” controls (click on the numbers to activate) or by activating the “Move Box” button near the center of the viewer and using the mouse to select another location.  You can click the “Remove Box” button at the bottom of the viewer to delete the box.

In the below picture, the subject's right eye has been identified.  The name of the box has been changed to “Right Eye.”  The “File” menu provides functions to read and write boxes from and to disk.  The boxes are stored in an XML file format that you can view and manually edit.

[image: image16.wmf]

TRAINING A NETWORK

CREATING A STARTER NETWORK

The network editor is shown by clicking the “Network” button on the central LONI ICE window:

[image: image17.wmf]
To create a new network, in the “Network” menu select “Create a New Network”:

[image: image18.wmf]
The new network consists of one module that does nothing but map the center of the image volume identically to the output.  The center point is where we'll begin, and in what follows we will add modules that gradually move the center point to the seed point we want.  Use the “Select ...” menu to choose a “Focus” module, and change the “Input Grid” and “Sample Points” values to the following:

[image: image19.wmf]
Assuming you still have the image viewer open from the previous section, you can click on the name “Right Eye” in the viewer to get a visual picture of the input grid and sample points:
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The input grid is drawn in red and consists of a 5 x 5 x 5 cube of cells (each cell is a cube of dimensions 41 x 41 x 41).  The input grid is about the size of the image volume.  It is used to generate inputs for the “focus” network module.  All image intensities inside each grid cell are averaged together, and the averaged intensities are normalized to values between 0 and 1.  So there will be 5 X 5 X 5 = 125 inputs to the network module, and each set of inputs is called a sample.

The input grid is moved around the image volume; to be precise, the center of the input grid is moved to each sample point.  The sample points are shown as little orange squares.  There are 7 X 7 X 7 = 343 sample points, so we can use the input grid to generate 343 samples for this image volume.

We want to train the network to move all the sample points to our selected box (i.e., move all the orange squares to the green square).  We are using a lot of sample points because although we know the center of the image volume, we don't know where the center of head is.  But we are pretty sure that if we can move all the sample points to our selected box, then we'll be able to move the center of the head there too (it must be somewhere inside the distribution of sample points!).

The choices for the sizes of the input grid and sample point distribution are empirical; you just try different values and you see what works and what doesn't.  As it turns out, changing the values doesn't really make that much difference, so first guesses tend to be just as good as values obtained through exhaustive searches.  For example, in my experience a 3 x 3 x 3 input grid gives mediocre results, a 5 x 5 x 5 input grid gives the best results, and anything else is a waste of time.  And a 5 x 5 x 5 or 7 x 7 x 7 sample point cell size are the best to use.

GENERATING SAMPLES

The averaging of all the image intensities inside each input grid cell at each sample point is called “generating samples.”  This begins when you click the “+” sign next to the box you want to generate samples for:
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Watch the progress bar in the network editor window and wait until all the samples are generated.   As you can tell, this takes a few minutes, so it's a good idea to write the samples to disk so the next time you need them it won't take as long.  To do this, select the “Save These Samples ...” option in the “File” menu of the network editor.  Then hit the “Delete” button at the bottom of the network editor to clear the samples from memory.
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TRAINING THE STARTER NETWORK

Let's train LONI ICE to locate a subject's right eye.  As you can see, there are 343 samples ready for network module #1.  All these samples were acquired from one image volume.  We'll need to get samples from other image volumes in order to train a network to work for other subjects as well (if we only use these samples, the network will give good results for this subject, not others).

For this introduction, I've located the right eye in 96 different image volumes (that is, 96 different subjects) and repeated the above sampling procedure on each volume.  It's a bit time consuming, but it's necessary if you want to train a network that works in general.  So I have 96 files, and each file contains samples acquired from an image volume.

It's a good idea to divide the sample files into two groups; a training group and a testing group.  The training group contains the sample files that will be used to train the network.  The testing group contains the sample files that will be used to test the network after we've trained it.  We test the trained network to find out how it behaves when it is used to generate seed points for image volumes it didn't see during the training process.  In other words, we find out how the trained network will behave when we use it for general purposes.  I put 64 sample files in the training group and 32 sample files in the testing group.  I recommend having at least 10% of the sample files in the testing group.

To load sample files into the network editor, select the “Load Samples ...” option in the “File” menu:
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You can load multiple sample files at once using the shift key.  If you click on one file name and then click on a second file name while holding down the shift key, all the files between these two files names will be selected.  Click the “Open” button to load the samples.

After I loaded the 64 sample files in the training group, the network editor looks like:
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There are 21,952 samples loaded (343 samples in each of 64 files).  To move on to the training process, click the “Use For Training” button:
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The “Select Modules” check box allows you to choose what modules you want to train.  Since there is only one module here, leave it checked.  The “Detail” slide bar allows you to control the training level.  Don't use it!  It's there to convince academics that increasing the training level doesn't do you any good.  If you change it, the training process will take much longer and your results will only slightly improve.

After you hit the “Train” button, the training process begins.  Watch the progress bar and wait until it is finished.  It should take a couple of minutes.
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The “Status” of the network module changes to “TRAINED” from “UNTRAINED” when the training is complete.  There is also an added row of text displayed on the trained network module.  This describes the error in the X, Y, and Z directions.  For normal samples, the error in each direction is bell-shaped:
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The [0,0,0] text indicates that the center of the bell-shaped error is centered around each subject's eye.  This shouldn't change much; don't worry if you see a 1 or 2 here.  The +/- [7,12,15] indicates how wide the bell-shaped error is in each direction.  More precisely, it indicates where +/-2s is in each direction.  In this case, s = 7/2, 6, 15/2 in the X, Y, Z directions.

If you have a viewer open and a box labeled “Right Eye”, you can click on the name label to get a visual picture of the error (you'll also need to change to the slices that intersect the right eye):
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The red box shows the training error around the subject's right eye.  The error is bell-shaped in all three directions, but only the +/- 2s parts of it are shown.

What does a bell-shaped error mean?  It refers to probabilities.  The center of the bell is most likely, and it is less likely to reach s and even less likely to reach 2s.  Because the error of the trained network module is bell-shaped, the seed points it generates will most likely be near the right eye of the subject.  There is a 95% chance that the seed points will lie inside the red error box.  And there is a 5% chance that the seed points will be outside the red error box.

But this isn't the error we are interested in!  This is the error of the training group; it does not tell us what kind of error we can expect when we use the trained network module to generate seed points for other image volumes (images not seen during training).  That's what the testing group is for.  To find out how the trained network module works with the testing group, click on the “Test” button at the bottom of the network editor, choose all the testing sample files (in my case, there are 32 of them), and hit the “Open” button:
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As I mentioned before, don't worry about 1's and 2's in the [-1,1,-2] error description.  These are very small offsets.  But notice that the test error is +/- [10,15,18], which is larger than the training error +/- [7,12,15].  This will usually happen, but it is expected.  The trained network module should work better with images it was trained on.

ADDING ANOTHER NETWORK MODULE

Can we do better?  Right now we can generate seed points that lie inside a box of size (20, 30, 36) centered around a subject's right eye (with 95% certainty).  Let's train another network module to reduce the error even more.

If the first network module can be trained to move all the sample points at the center of each image volume to the subject's right eye, then perhaps we can train a second network module to move sample points inside the error box of the first network module closer to the subject's right eye.

Add a second network module  by following these steps:

1. Hit the “Delete” button twice.

2. Choose “Insert After” and from the “Select ...” menu choose “Focus”

3. Click the new network module with the mouse in the network editor.

4. Change the “Input Grid” and “Sample Points” values to the following:
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The sample points of the second network module are chosen so that they cover the error box of the first network module.  We want to train the second network module to take over where the first network module left off.  On the one hand, if we don't have enough sample points the second network module will be poorly trained.  On the other hand, if we have too large a distribution of sample points then the second network module will not produce very good results.

If you have a viewer open and a box labeled “Right Eye”, you can click on the name label to get a visual picture of the second network module's parameters:
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I recommend staying with a 5x5x5 input grid size and a 7x7x7 sample points cell size.  The sample points 5x7x7 size is chosen to cover the error box of the first network module.  But where does the input grid cell size of 25x25x25 come from?  The answer is that I tried different values and decided that was the best.

I repeated the above training procedure for the second network module by

· Generating new samples for 96 image volumes using the two module network

· Training the network modules with 64 sample files

· Testing the network modules with 32 sample files

I did this for different input grid cell sizes.  Here are my results in tabular form, with what I consider the best input grid cell size in bold:

Input Grid Cell Size
Training Error X
Training Error Y
Training Error Z
Testing Error X
Testing Error Y
Testing Error Z

1 x 1 x 1
16
22
22
16
23
23

5 x 5 x 5
15
16
23
15
15
24

9 x 9 x 9
10
11
17
10
12
19

13x13x13
8
9
14
8
10
15

17x17x17
7
8
10
7
9
10

21x21x21
6
7
9
7
9
11

25x25x25
5
8
9
7
9
10

29x29x29
5
9
9
6
11
11

33x33x33
5
10
9
7
11
12

37x37x37
6
11
9
7
14
11

41x41x41
6
12
9
9
16
13

Note that the error of the second trained network module is +/- [7,9,10], which is smaller than the error of the first trained network module +/- [10,15,18].

FINISHING THE NETWORK

More network modules can be added and trained until you don't see an improvement in the error.  It does involve a little trial-and-error to fine tune the network.  The best network I could find has four network modules chained together:

Module
Input Grid Size
Input Grid Cell
Sample Points Size
Sample Points Cell

1
5 x 5 x 5
41 x 41 x 41
7 x 7 x 7
7 x 7 x 7

2
5 x 5 x 5
25 x 25 x 25
5 x 7 x 7
7 x 7 x 7

3
5 x 5 x 5
17 x 17 x 17
5 x 5 x 5
7 x 7 x 7

4
5 x 5 x 5
13 x 13 x 13
5 x 5 x 5
5 x 5 x 5

When the error gets small enough, I prefer to change the sample points cell size from 7x7x7 to 5x5x5.  Note that the input grid cell sizes decrease.  This means that higher resolutions are used.  Eventually the resolution increases to the point where the images are no longer predictable (that is, noisy), and that's where adding more network modules does you no more good.

OTHER NETWORK MODULES

There are other types of network modules (besides the “Focus” module) that you can play around with:

· Classify Module – Uses the input grid to classify images into distinct types by training a neural network.  This is useful if your images naturally divide into sets and you want to generate seed points for each set.

· Identity Module – Does nothing but return the input point as an output point.  It's used as a place holder for default settings.

· Split Module – Allows you to separately train modules for different coordinates.  For example, if you might want to train modules for (X,Y) and (Z) separately.

USING A TRAINED NETWORK

After creating a network using the network editor, generating samples using the image viewers, and training each network module, the trained network can be saved to an XML file.  To save a trained network, choose the “Save This Network ...” option in the “File” menu of the network editor.

Important:  Once you save a trained network, you cannot retrain it or change its parameters by loading it in from disk.

Here's what a trained network looks like after you load it in again.
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This is the same network that I listed in the previous section, but I trained it with 128 image volumes and tested it with 16 image volumes (so that's why the errors are different).

If you open up an image viewer, you will see the file name of the image volume just above the trained network in the network editor (in the menu).  Click the “Run” button at the bottom of the network editor to run the trained network on the image volume.
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The numbers with a white background refer to the X,Y, Z coordinates of the seed point that was generated.  The last triplet of numbers (153, 196, 123) are the final coordinates of the seed point.  Click each network module to see the error get smaller after each network module:

[image: image34.wmf]
Each red box displayed on the image is centered at the seed point output by the trained network module you click on.  The size of each red box shows you the precision for which the right eye is determined.  In other words, the center of the right eye is inside the red box, but you don't know where.  It is more probable to find the center of the right eye in the middle of the red box than near the box edges.  In this case, the right eye is determined with a precision of (8mm, 8mm, 10mm) in the X, Y, Z directions.

TRAINED NETWORKS YOU CAN TRY

Included with the LONI ICE download are 3 trained networks that you can test out on your own images.  They were trained on T1- and T2-weighted MRI images of adult subject heads.  Be sure to first convert your images to NIFTI images that LONI ICE can read using the “Translate” button in the central LONI ICE window!

· leftEye.networks – Locate the subject's left eye

· rightEye.networks – Locate the subject's right eye

· noseBridge.networks – Locate the bridge of the subject's nose

BATCH FUNCTIONS

The LONI ICE jar file can be used to run batch (non-gui) operations:

· Translate image files to NIFTI:

Usage:  java -Xmx800m -jar ice.jar -translateFiles -imageDirectories <args> -checkSubdirectories

where:  java -> Java 1.4.2 or higher

            -imageDirectories -> Directories of image files to translate

            -checkSubdirectories -> Use to translate subdirectories

· Create image volume samples:

Usage:  java -Xmx800m -jar ice.jar -sampleImages -image <arg> -network <arg> -boxes <arg> -samples <arg> -classify <args>

where:  java -> Java 1.4.2 or higher

            -image -> Image file

            -network -> Network file

            -boxes -> Boxes file

            -samples -> Directory for sample files

            -classify -> Classification types for neural networks

· Run trained networks:

Usage:  java -Xmx800m -jar ice.jar -runNetwork -image <arg> -network <arg> -results <arg> -fullOutput

where:  java -> Java 1.4.2 or higher

            -image -> Image file

            -network -> Trained network file

            -results -> Directory for result files

            -fullOutput -> Use to write full output to result files

Please note that the “-fullOutput” option changes the coordinate system of the seed point.  If this option is not specified, the output point is written as voxels of the image volume (no scaling is applied).  If this option is specified, then the output point (and all other points) are written in the coordinate space used by the viewers (with applied voxel spacings).

CREDITS

LONI ICE uses the JAMA (http://math.nist.gov/javanumerics/java) matrix package to calculate singular value decompositions and the JOONE (http://www.jooneworld.com) package to train neural networks.
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